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4 new compact proof is given for the main properties of a previously defined and studied probabilistic—
~“rmational concept, the functional of opacity of a statistics with respect to the underlying probability law.

. BRIEF RESTATEMENT OF PREVIOUS
MESULTS

I previous papers’? one of us has constructed
. ==w probabilistic—informational concept, the
~owoity functional of a statistics:

Consider a finite universe % = e, i = 1,2,..., 4]
» clementary events €;, of which the probabilities
) — p;. The set {p;,i='1,2,...,4} of ele-
wemiary probabilities is termed the fundamental
wcability law. Let %" be the metauniverse con-
w=ung of all the possible sequences o™ of N events
. = . different or not and taken in any order,
B e = L2 A Further-
more, consider any set % = {f;,i=12,...,4)

o i rational numbers f;;, 0 < f;; <1, ) fi; =1L
is1

7= J relative frequencies n;,/N realized for the ¢;
= any chosen sequence o™ %", VN will form
~me such set %; which therefore is termed a
Rarisiics j.

Obviously one given statistics j can be found
-ealized in various sequences o differing either by
the values of N, or by the order of the ¢;, in ¢, or
5y both. We now fix N and consider the set {¢"};
of all the sequences ¢" € %" possessing the same
statistics j but differing from one another by the
order of the ;. The set {o"}; belongs to the total
tribe on %", where it defines the event consisting
of the realization of the statistics j via a sequence
=¥ = %™, The probability p({c"};) = p"(j) of this

event can be calculated as a function of the funda-
mental probability law {p;;i =1,2,...,4} and of
the considered statistics j; then one can form the
quantity — log p¥(j)/N. If it is assumed that

p(e™) = [] pe, Yo"e ", ¥N, (1)

i=1

then the form found for —log p™(j)/N is ([1] pg 40).

—log p™()) i njj Rij Ny
eSS R Sl sl A ;
N 2\ (98 = oy e

5 T(4, N, j)

N )

where n;; = Nf;; and T(4, N, j) is a sum of terms
depending upon 4, N, j:

E 1 7
T(A,N,j)= — 2[logi\f — ¥ logn;
=1

+ (1 — Alog 2n}

—log(1 + f(N) + ¥ log(1 + fln)

=5
(3)
Here, f is a function with lir% f(x) =0, and we

introduce the convention that log0 = 0.




190 M. MUGUR-SCHACHTER AND N. HADJISAVVAS

Now, it is possible to qualify the evolution of
(2) when N increases, while (j) remains fixed:

Consider a sequence (N;; < Naj; < -+ Ny <-:°)
of integers Ny; such that

YNy, | Ina, Vi . Z ng = Nyj ).
Ny

If in (2) N is increased towards infinity exclusively
via values N,; belonging to the sequence defined
above, then the statisties j = {fi;,i = 1,2,..., 4}
can be maintained invariant. Let us denote thls
operation by lim N — oo/ fixed. When applied to

f— N i
the quantity ﬂh;f)_(}} from (2), this operation
yields (ref. 1, p. 42)
p— N i
lim N — oo/j fixed (M)
N

= .; fislog fij — _;fu log p;

e 1 Jii = ]

= —Z1 fij ng— = Q(/{p:}) 4

where Q(j/{p:})is a real number depending on the
fundamental probability law {p,i=12,...,4}
and on the statistics j considered. The quantity
Q(j/{p;}) has been termed the functional of opacity
of the statistics j with respect to the underlying
probability law {p;,i = 1,2,..., 4}, in short, the
opacity of j with respect to the Di-

The first term ) f;; log fi; in the opacity func-
1

tional has the structure of an entropy function for

the statistics j, characterizing this statistics in itself,

independently of the probability law {p;, i=1,

2,..., A} which acts while j emerges. The second

term Y f;; log p;—termed the modulation function
i

of the probability law {p;, i = 1,2, ...,4} by the
statistics j—connects the considered statistics j
with the underlying probability law:

A

ij . Mig
_Z ylogpi =)y logp: = logﬂpa =
= % log p(a™), Vo“eu™, VN

The properties of the opacity functional (4=
bring forth new and profound relations betweer s
the entropy —Z fijlog f;; of the statistics j, the 7

informational entropy —3 pilogp; of the funda _
1

mental probability law which acts while j emerges
the metaprobability p¥(j) of j, and the (weak) law *
of large numbers (ref. 1, pp. 43-65). These relations *
have been established before via a succession of |
rather complicated proofs. The specific aim of this
work 15 to yield a more synthetic view on these
relations by help of a vector representation for
the fundamental probability law and for a statis-
tics.

2. NEW COMPACT PROOF OF THE
MAIN PROPERTIES OF THE OPACITY

Let us represent the fundamental probability
lawp,,ifl 2,...,A by a vector p=(p1,....P:)€
. Letus furthermore represent a statistics %
by a vector f; = (f1j, f2j»---.f3;) of the same space
Consider now the probablhty space (%Y, t, p")
where 7 is the total tribe on %~ and p" is any
probability measure on t (restriction to the law (1)
characterizing independent trials will be con-
sidered later). We can define in this space a
vectorial random variable Yy by

Yy(o") = (e ;
w(a") (N)lsis)_

It is well known that, under certain circum-
stances, the vectorial random variable Y, tends
in probability towards p as N increases towards
infinity (the weak law of large numbers). This
fact can be tightly connected with the opacity
functional and thereby with the concepts of
statistical -entropy and informational entropy. We
shall now show how this connection can be
expressed in vector terms.

Consider the first term in the second member of
(2) as a random variable:

= Z YN:'IOE;EV—{
1= P

i

defined on the space (%", t, p¥), VN. Let us call
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) this variable the opacity variable. We begin by

showing that
Proposition |. The opacity variable QY is non-
negative. Furthermore, one has Q%(¢") =0 for

" acVeyViff Yy(a™) = p for this o

Proof. We shall make use of the following in-
equality of Cziszar,® which will be also of use for
the proof of Theorem 1: Let (%); <i<;. (Bihi<i=s

~ be two families of numbers. Then:

(a,~;0,ﬁ,->0,_zaf=_2ﬁs= 1)

> o — Bil2. (5)

M\»—A

:>Zocilogﬁ

Taking «; = Yy, f; = p; we see immediately
from (5) that Q¥ = 0. It is now obvious that if
p is a possible value for Yy and if Yy(e™) = p,
then Q¥c™) = 0. On the other hand, if Q¥(¢") = 0
then (5) shows that Yy, = p;. i.e. Yn(e™) = p.

We now shall show that

Theorem 1.
equivalent:

(a) the vectorial random variable Yy converges
in probability towards p when N — oo (weak law
of large numbers)

(b) the opacity variable QY converges in
probability towards zero when N — oo,
Proof.

(a) = (b): _

Condition (a) can be written as: vy > 0, ¥é > 0,
INy(n, 6):

The following two conditions are

N = Noln, 9) :'PN( N[y, —pil 11])
i=1

By the continuity of the logarithm function one
has:

Ve > 0, 3ni(€) > 0: |y — pil < nile)
= |logy — logp;| <€

so that the following inclusion between events

does hold:
& EJ (7)

g

i

f\ Yy, = pil <mile)]l = n [

= i=1

Kvm. 11,3—E

Taking n(e) = inf ;(e) we have also

15i%

2

N 0%, = pl <1l & o D%y, = pd < ).

(@)

Finally, since

YoM <Y Ty,

,
!
i=1

Combining (7), (8), (9), we see that condition (a),
i.e. relation (6), implies

Yy,
log X ‘

Pi
one has

log

] = [QF <], )

i

YN = No(n(e), ): pY([Q" < €])

?PN( LY, = Pl < n]) =13
i=1
i.e. condition (b).

(b) = (a):
Condition (b) reads:

6 > 0, ¥y > 0, IN(J, ) such that
N z=No@.n=p"[Q" <) =1-4

Applying inequality (5) for o; = Yy, and f; = p;
we get

2
N = D

ZYN log—p—" Z

i i

It follows that

A 2 s
2 [|Yv —pl*> 7’?:[ C[ZJYNEPJZ > 2’1J
i=1

< [@" > ]

and for N = Ny (0, 1),

. 2 .
p"’(m[IYN,—p.-I> ;J)ép“[ﬁ”w’f]éé
i=1 L

which shows (a).
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Since the proof of Theorem 1 is valid not only
for independent trials but also for Markov chains,
it yields a necessary and sufficient condition for
the ergodicity of Markov chains expressed in terms
of entropy (by definition a Markoy chain is called
“ergodic” if the weak law of large numbers holds.*

But let us now restrict the examination to the
special case of independent trials. Theorem 1
establishes that for this case (in particular) the
weak law of large numbers entails that the opacity
variable QY tends in probability towards zero
when N tends towards infinity. Now, this fact can
be established also without any reference to the

law of large numbers. The proof can be achieved
in vector terms as follows:

Theorem 2: 1If the N trials are independent, then
the opacity variable Q¥ tends towards zero in
probability when N — oo,

Proof We wish to show that

Ve > 0:pV([QN > E])—NTO' (10)

The events [YN = —;\(7:, for different values of
X = (xy,...,x;) such that in =N, x;€ N are
mutually disjoint and cover %", Thus

[O% 8w ({QN _ ,:YN < %D
which implies

PR > D = 2o (10 > €1 [ve=2])

(11)

S0 we have to estimate the terms in the right
member of (11), using relations (2) and (3). From
our convention log 0 = 0 we deduce

Vx:Zlogxi =0, (12)

Since f(n) ———0, fis bounded, and so is also

log (1 + f(n)). Thus there exists a constant BeR

such that

VN, Vx:A el

log 27 — log (1 + f(N))

+ i log(1 + f(x;)) > B. (13
i=1

Using (3), (12), (13) we find

I log N B
St — — 14
VNeN,V; T P (
Since
logN B
e
we deduce
‘ T logN B
3 N = o= o
Ve > 0,3Ny(e): N N0(€):>N> = J,-N
€
> =g (15

Now (15) together with (2) imply that i

N = Ny(e) and pN([QN >e€] [YN = %]) =
then

—log pV ([QN >e€] N [YN = %J

b m

and thus

N = No(e) = p¥ ([QN >e]ln [YN = —;\(7])

< exp (— N?E) (16)

For a given N, the numbers of values of x for

which
p([QN > €] n[YN = %D £0

is inferior to the num

ber of all possible values
of x = (x,,.

<+ X;) with x; € N, in = N, and this

latter number equals M
(A= 1DIN
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Combining this result with (16) and (1) we
obtain YN = Nole):

% (N +i-—1)! Ne
p ([QY > €]) < 4—(& DI exp (—— —2~>

(N+ DN +2)...(N+4i—1)
(A =1 j

(-%)
2P| =

= wexp(_ NE)
(A —1)!

— 0.
N—x

Consequently Ve > 0: pY([QY > €]) e )

This result shows that the opacity variable is a
concept self-consistent with respect to the law of
large numbers, entailing this law as a consequence
of the dynamics of the metaprobability p™(j), while
N tends towards infinity.

3. CONCLUSION

Compared to the previous study of the opacity
functional, the proofs given in this work offer an
improved and more synthetic perception of the
significant connections existing between the meta-
probability p¥(j) of a statistics j, the entropy of j,
the informational entropy — 3 p; log p; of the fun-

damental probability law, which acts while the
statistics j emerges, and the weak law of large
numbers.
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